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Introduction

This document introduces guidelines for service continuity and provides an introduction to the wider issue of business continuity. 

Business Continuity Management or Disaster Recovery Planning

Most businesses cannot avoid all forms of corporate risk or potential damage as part of its every day trading. A realistic objective is to ensure that survival of MRD Global, by establishing a culture that will identify and manage the risk that could cause it to suffer:

· Inability to maintain customer services

· Damage to image, reputation or brand

· Failure to protect the company assets

· Business control failure

· Failure to meet legal and / or regulatory requirements

Business Continuity Management is a strategic framework to achieve the objective; it is not just about producing a Disaster Recovery Plan, although without a plan the work of any Business Continuity Management is meaningless.

The Disaster Recovery Plan (DRP) will provide a detailed set of instructions for various groups within Virtual IT of what to do under certain various disaster scenarios. The DRP will identify the actions and tasks, whilst the Business Continuity Management plan will identify the business risks, the impact analysis and business processes to maintain business functionality.

In short the Business Continuity Management (BCM) plan will need to be:

· Driven from the top

· Involve all areas of the business

· Develop and change as the business changes

· Audit and Maintain the BCM to ensure it becomes an integral part of the business culture.

The Disaster Recovery Plan will need to be:

· Driven from the Operating Departments or Business areas

· Involve IT, Office Management in planning and execution (test and live)

· Need to be reviewed in light of changes of technology, business function etc.

· Be tested either wholly or in part once every 6 to 12 months

It needs to be recognised that Disaster Recovery is not just a function of the IT Department; it is true that as IT is an integral part of the business function of MRD Global, however, if the Disaster Recovery Plan only dealt with the IT aspects then it would be without the structure to recover the business functions. The DRP will review the needs for systems to be available within certain time critical aspects. In the event of a disaster, it would have identified what and how recovery would be progressed for three discrete periods.

1. What is required within 24 hours of a disaster

2. What is required within 5 days of a disaster

3. What is required for within 30 days of a disaster

In the event of a disaster these three time periods are critical to eventual business survival, for periods greater than 30 days, then a reflective look at the business and viability will be undertaken depending on office space, IT systems, etc.

Service Continuity Management

The objective of the service continuity management process is to ensure that any given IT service continues to provide value to customers during events in which normal availability solutions fail. The demand for 24x7 operation is greater than ever. Availability, or the lack of it, has a significant influence on customer satisfaction and can very quickly impact the overall reputation and success of an enterprise. 

Service Continuity Management Process

Service continuity management is concerned with managing risks to ensure that the Data Centre infrastructure can continue providing services during unlikely or unanticipated events. This is accomplished through a process that analyzes business processes and their impact on the Data Centre, and the infrastructure-related vulnerabilities that these processes face from a variety of possible risks. 

The service continuity management process can be organized as three phases:

· Defining service level objectives (SLO)

· Proposing a solution to meet SLOs

· Formalizing the written agreements and contingency plans

Each phase has tasks and deliverables associated with it that assist in determining cost-effective solutions. The deliverables need to be maintained as active documents and updated as needed.

Defining Service Level Objectives

Service continuity management addresses the availability risks that the availability management SMF cannot or chooses not to address.

Once risks are known, users and the Data Centre team must decide which risks are to be mitigated and which are to be assumed. Mitigating a risk requires people, time, and money. It is not cost-effective to create a specific solution for each eventuality. It is more efficient to create a single plan that can be implemented during any event. This plan is called the contingency plan.

Service continuity management begins by carefully agreeing to availability targets with the customer, and determining the cost of downtime or unavailability of each IT service. This helps establish a realistic IT budget. It is also important that the negotiation includes realistic expectations of reduced system availability while the contingency plan is in place. It is important to understand the functions that make up the overall Data Centre solution and to identify the most critical functions.

Identifying the Service Layers

To understand where risk might be introduced, the Data Centre environment must be divided into logical, manageable components. You can do this by dividing the Data Centre services provided by into the following layers. 

· Service

· Application

· Middleware

· Operating system

· Hardware

· Local area network

· Facilities

· Egress

The key to providing a service is to provide supporting functions that create and maintain the service.

Service

A service is the function that the Data Centre helps a business perform. This layer has a name that is easy for the business to understand, such as provisioning, payment, and so on. To perform this function, the business needs the support of other IT layers underlying that function.

Application

The application is the top-most layer of the IT layers. Most end users see and interact with this part of the Data Centre. The application layer is identified as the portion of the system that the user sees; it may include Web services. 

Middleware

Middleware is the layer that cannot be seen by the users. This layer includes databases and messaging systems, such as Microsoft COM+ or Tuxedo from BEA Systems. The composition of the middleware varies from application to application. In every application, a complete map of the middleware must be made so that its availability and capacity targets can be accurately created.

Operating System

The operating system layer is a program that controls the hardware. Because of this relationship, correct operating system performance is critical to optimal application performance. 

Hardware

The hardware layer represents a wide range of component types. In the Data Centre, one of the key design criteria is redundancy, and all components are redundant. Therefore, there is no need to allocate extra hardware and spare parts to replace components that might fail.

Local Area Network

The network in the Data Centre is probably based on VLANs, which provide a communication backbone with multiple and alternate routing paths that are used by computers systems to communicate without disruption. The network might contain several components, including the following:

· Passive components. Passive components, such as wires and wall jacks, are key to any network. These components must be accounted for in availability calculations since they may occasionally break and must be replaced. You can also use wireless networking technologies.

· Switches and routers. Switches and routers are critical to any network infrastructure. You must provide for redundancy at all levels. These devices route data in the network. The Data Centre is designed such that each device is available and provides sufficient capacity to meet the needs of the layers higher in the stack.

· Network Interface Cards (NICs). Computer systems connect to the network backbone via the NICs. It is a common practice to place more than one card into each machine and team them to provide redundancy in the event one of the NICs fail. Multiple NICs can also increase the network I/O. Servers with more than one network interface card are referred to as “multihomed servers.”
Facilities 

Facilities consist of the building that houses the data center and any associated components. These components include:

· Edifice. The physical building is obviously very important because it provides a shelter from the elements. A good building provides security for its occupants and a means by which an artificial environment can be maintained.

· Environmental Controls. Heat cycling is one of the main causes of failure for any mechanical system. Constant expansion and contraction of metal parts caused by variations in temperature can cause metal fatigue in cases and racks. Therefore, most data centers maintain a constant temperature to reduce the stress on the systems caused by heat cycling. Another concern is the amount of heat generated by computer systems and humans. Good heating, ventilation, and air conditioning (HVAC) systems are critical to IT managers.

· Physical Security. The best data firewall system is useless if someone can simply carry the systems out through an unlocked door. The safety of a building’s occupants also must be ensured if the data center is located in an unsafe area, or if there is a possibility of looting, which is common immediately after a disturbance.

· Fire Suppression. Fire can devastate a data center in minutes. Systems that remove the oxygen from the air without damaging the machines, such as Halon, are in common use. Because oxygen deprivation is dangerous to humans, adequate escape doors are required.

· Human Convenience. People require facilities just as computer systems do. Human needs should not be overlooked when negotiating agreements with customers and end users.
Egress

Egress can be defined as anything that leaves the facility or is connected externally. Primary egress facilities are typically outside the direct control of the Data Centre and are provided by another party. Because of their criticality, a Data Centre might be required to provide secondary sources for all egress services in the event the primary system fails. Egress services typically consist of:

· Security. Security to the facility provides a level of access to personnel. This level of access might introduce risk in some instances. Providing a secure data center, where access is recorded and violation of access triggers alerts, may assist in preventing unauthorized entry and introduction of risk.

· Water.  Water is usually more critical to the people that work in a facility more than to the technology components. Sometimes water is used in cooling towers to maintain the environmental controls in a facility.

· Gas. In some areas, gas provides heat to a facility during cold months. Because gas is highly flammable, care must be taken to ensure that a spark from one of the numerous sources of electricity does not ignite a gas leak in the facility.

· Electricity. Computers are voracious consumers of electricity. Reliable and plentiful electricity is critical to the correct operation of the technical components of the data center.

· Internet Access. In the Data Centre, data flows into and out of the center securely through the Internet. In most cases, external service providers provide the Internet access and related services. In the Data Centre, two routers are configured, each connecting to a different services provider to allow an alternate route should one of the connections fail. These perimeter routers, also known as border or edge routers, enable the main services of any network design—security, high availability, and scalability.
Identifying Risks to Each Service Layer

By examining risks and vulnerabilities to each level of the service stack, single points of failure are identified, as well as a single layer that might mitigate the risk on the layers above. 

At a minimum, you must perform the following risk assessment activities:

· Identify risks to specific service components and assets supporting the delivery process that interrupt the agreed-upon service on each layer. For a list of risks, refer to the MOF white paper on Service Continuity Management. 

· Assess threat and vulnerability levels. Threat is defined as the likelihood that an incident will occur. Vulnerability is defined as the extent to which the organization is affected if the threat materializes.
Mapping these risks to the service layers provides a clear picture of where vulnerabilities exist, as well as the impact of threats. By identifying all dependencies on these processes, you can greatly increase the ability to conduct a successful recovery.

	Risks
	Egress
	Facilities
	N/W
	H/W
	OS
	Middleware
	Application
	Service

	Fire 
	
	Med
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	Low
	
	
	
	
	
	

	Virus
	
	
	
	
	High
	
	
	

	Power outage
	Med
	
	
	
	
	
	
	

	Logon failure
	
	
	Med
	
	
	
	
	

	Lack of staff
	
	
	Med
	
	
	
	
	

	Human error
	
	Med
	
	
	
	
	
	


A portion of a risk assessment plan is shown in the table below. It is important to understand that this plan does not address every risk, but only a few. Also, the block in which the vulnerability is present renders each block to the right vulnerable as well. If a facility experiences a fire, the network, hardware, operating system, and so on become unavailable.

Portion of a Sample Risk Assessment Plan

Risk Assessment

All risks to the availability of each service component must be considered. The nature of the risks faced by an IT component varies according to the service layer in which the component resides.

Some examples of availability risks for each layer are as follows:

· Application, middleware and operating system layers: 

Single point of failure

Incorrect configuration option

Design flaw

Poor development methodology

Coding error

· Hardware and network layers

Single point of failure

Out of date firmware

Poor documentation

Vendor support quality

Lack of antistatic precautions

Lack of spares

Poorly labeled cabling

· Facilities layer

Insufficient air-conditioning capacity

Power outages

Power surges and spikes

Fire and flood

Physical security

Egress layer

Single power feed from utility

Single communications feed from Telco

· Personnel

Poor quality procedures

Lack of discipline

Lack of skills

Succumb to same disaster as the IT infrastructure

Communications unavailable

Unable to travel to disaster site

Proposing Contingent Solutions

After you have identified the risk factors for the critical business functions within the Data Centre and understood their relative importance and implications, you can begin creating a contingency plan.

Service continuity management ensures that the service is available in the event of a service disruption, regardless of whether the cause of the disruption is a natural disaster, a component failure, virus attack, etc. Service continuance involves two separate but equal functions: failover and restoration.

Failover

Failover is the act of moving the operation of a component from its primary location to a secondary location. Failover can be automated or manual.

You can determine whether to implement automated or manual failover for a specific service, application or architecture design, depending on the business impact of the system being unavailable for a prolonged time.

Automated failover solutions are typically implemented in cases where the business impact of an outage is costly in comparison to recovering the systems. You can determine this by evaluating:

· The cost of designing an automated failover solution versus the cost of lost revenue and productivity

· The priority of the services, application, or architectural design that would be effected by a failure

The need for automated failover in the Data Centre is high because mission-critical applications run within this environment and they fail over seamlessly together with connections and state information. The Data Centre should make effective use of Windows 2000 clustering technologies. It is important to ensure that the applications are designed to leverage these clustering technologies. Exchange Server 2000 and SQL Server 2000 are examples of applications that make good use of Windows 2000 clustering capabilities.

Restoration

Restoration is the task of restoring the operation of a component from the secondary location back to the primary. This is an important activity that is often overlooked while creating a contingency plan. While creating a contingency plan, keep in mind the following:

· Design for failover. If a particular risk cannot be addressed at an appropriate cost, the availability goals need to be renegotiated with the customer and a strategy of rapid recovery needs to be adopted. Although service continuity management provides contingency plans to handle any disaster, there may be a prolonged period of downtime before IT services are fully restored. This needs to be taken into account during any renegotiation with the customer. A number of options are available to IT professionals for developing contingent solutions within the Data Centre.

· Outsourced services. Vendor agreements can assist in meeting SLAs during a contingency crisis by ensuring that necessary hardware, people, or recovery locations are available when they are needed. Considerations on partnering with a vendor that is present within the same geographical region, and other regions should be weighed with respect to the findings of the business impact analysis (BIA). 

· Facilities. In some instances, risks to a facility might call for designating a secondary site. This is another area where a vendor might be able to provide facilities more cost-effective than a company can own and operate in its own facility. For the Data Centre, you might need to consider the following options:

· Warm Site, Fixed Center. This option is sometimes referred to as intermediate recovery. This option is selected by organizations that need to recover services within a predetermined time to prevent impact on business processes. Intermediate recovery typically involves the failover of critical systems and services within a 24- to 48-hour period. The advantage of this service is the customer can have virtually instantaneous access to a site, housed in a secure building, in the event of disaster. However, restoration of services at the site might take some time as delays are encountered while the site is reconfigured for the organization that invokes the service and the organization's applications and data are restored from back-ups. The disadvantage of this approach is that the site is almost certainly some distance from the home site and presents a number of logistical problems.

· Warm Site, Mobile Center. Commercial recovery services can be provided in portable form where an agreed-upon system is delivered to a customer's site within a certain time, such as 24 hours. The computer equipment is contained in a trailer and transported to the site by truck. The trailer is fitted out as a computer environment with the necessary services and only needs power and telecommunications links from the site to the trailer for the service to be established. You might need to take special measures to make the site secure.

· Hot Site, Fixed Center. This option provides immediate restoration of services and is usually provided as an extension to the intermediate recovery provided by a third-party recovery supplier. The facility needs to be located separately and far enough away from the home site that so it cannot be affected by the same disaster affecting the home site. For highly critical business processes, a mirrored service can be established at an alternate location, which is kept up to date with the live service, either by data transfers at regular intervals or by simultaneous update transactions from the live service. Such a service can be used merely as a backup service. This is one of the best options considering the critical nature of services provided by the Data Centre.
· Personnel. In a contingency situation, there may be a need to utilize a large number of people to help rebuild the data center in a remote location. 

Designing for Recovery

Once services have been failed over, repair of the original system can begin. After repairs are complete, the services must be recovered to the original site or system. In many cases, the recovery plan is simply a variation of the failover plan. The service priorities in the plan are probably different. 

For example, the failover plan might specify that high-priority services be moved first. The recovery plan might specify that high-cost services are restored first and high-priority services are restored last. The specific order in which services are restored depends on their cost, priority, dependency on other services, and the availability of replacement hardware. The restoration plan must be a distinct document, separate from the failover plan.

Designing for Customer Satisfaction During Outages

It is important to note that good customer satisfaction can still be maintained at times of failure and despite periods of unscheduled downtime. The key is to establish appropriate and realistic expectations during the requirements definition phase of the availability management life cycle. You also need to present a clear explanation of the circumstances under which the service can be expected to fail, and how this relates to the resources being spent to protect it.

An efficient process for handling and recovering from failures is required, coupled with a good, clear communication path to the customer. The customer must be informed at regular intervals during any recovery processing. Realistic timescales need to be given for when services are expected to resume.

Formalizing Operating Level Agreements

When the Data Centre and its customers agree on a cost-effective contingency solution, the agreement needs to be formalized in a document called an operating level agreement (OLA). The OLA is an agreement between Data Centre entities. It serves as one of the building blocks for the service level agreement (SLA), a formal and legal document between the Data Centre and its customer. 

The OLA must include:

· A definition of the business processing provided

· Importance to the organization

· The number of users / hours of service required

· The business impact of downtime or unavailability

· The cost of downtime or unavailability, and how these costs change over time

· Critical periods of service, peaks, month-end, deadline processing and so on

· Less critical periods of service when downtime is more tolerable

· Scheduled downtime periods for planned maintenance and upgrades

· The time period for which downtime can be tolerated before contingency plans must be invoked

· Minimum performance characteristics required

Formalising the Contingency Plan

The contingency plan is a prescriptive guide that can be used by IT personnel to fail over and recover services should a significant event occur. The plan must include information on escalation and notification procedures, startup and shutdown procedures, communication methods, and status reporting requirements.

Levels

The contingency plan should outline the various levels of contingency and how to determine if the system is within one of those levels. One of the ways to define contingency levels is shown in the table below.

Definition of Contingency Levels

	Level
	Description
	Example

	Green
	All systems operating properly
	Less than or equal to five percent of system users cannot log on after two attempts
and 
Customer search time on phone number takes less than or equal to 40 seconds

	Yellow
	Marginal system degradation

Ability to meet SLA at risk
	More than five percent of system users cannot log on after two attempts
 or 
Customer search time on phone number takes greater than 40 seconds

	Orange
	System degradation affecting ability to meet SLA
	More than 10 percent of system users cannot log on after two attempts
or 
Customer search time on phone number takes greater than 60 seconds

	Red
	Critical system degradation.
or 
More than one system affected
	More than 20 percent of system users cannot log on after two attempts
or 
Customer search time on phone number takes greater than 90 seconds

	Black
	Catastrophic system failure
	100 percent of users cannot log on


Sophisticated monitoring tools are available that can analyze a system over time and, using statistical methods, create dynamic targets for each of the levels listed in Table. The user of such systems can reduce the number of false alarms presented to the monitoring staff. Microsoft Operations Manager, along with third-party tools such as NetIQ and Xtremesoft, provide a set of tools that can be used in the Data Centre. 

Escalation and Notification Procedures

The next section in the contingency plan outlines the personnel who must be notified if a contingency level is reached. The plan should outline who can fix the problem and who is affected by the event.
This list can include the relevant times that individuals can be contacted. 

Escalation and Notification Matrix

	Green
	Yellow
	Orange
	Red
	Black

	
	Jeff Smith, IT
	Jeff Smith, IT
	Jeff Smith, IT
	Jeff Smith, IT

	
	
	Andreas Berglund

Finance

(7am-7pm)
	Andreas Berglund

Finance

(7am-7pm)
	Andreas Berglund

Finance

(24 hrs)

	
	
	
	Daniel Penn

Finance 

(7pm-7am)
	Kathryn Wilson

CIO

(24 hrs)

	
	
	
	
	Michael Graff

Public Relations

(24 hrs)

	
	
	
	
	Stephen Nelson

CEO

(24 hrs)


Startup and Shutdown Procedures 

Startup and shutdown procedures are important for the Data Centre. Startup and shutdown procedures can be grouped by technology and by dependency. This information assists in rebuilding and activating a recovered data center, with less time spent troubleshooting dependencies. The most common method of documenting these procedures is by dependency.

A dependency shutdown document maps out the current network infrastructure with its critical divisions as well as dependencies between IT layers. This document is scaled in reference to the level of authority on a specific site. Appropriate permissions are delegated to the proper resources to conduct such an activity. It is essential to keep recovery times short. This information is important in developing a recovery process in cases where virus infection, network attacks, or network isolation is needed.

Communications Methods

The contingency plan needs to outline the communications methods that are used by the repair staff to communicate with each other and with the affected process owners. This analysis should include contingency plans for each communication type as well. 

Status Reporting Requirements

The contingency plan needs to specify who needs to be notified for each contingency level. It also outlines how often this communication needs to take place.

Conclusion

A Data Centre helps service-oriented businesses to remain competitive by establishing an infrastructure that provides and operates their services at all times. The Data Centre provides a balance between risk reduction measures and recovery options. Service continuity depends on a comprehensive contingency plan that has been tested and is evaluated periodically. Proper procedures and policies are also included to maintain the validity of the contingency plan.
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